
Class 10: Resnets, batch-normalization and Dropout 
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• Difference between MLP and LeNet5?



≤1
Adding more layers adds more 

terms with gradient ≤1

Multiplying by terms ≤1 makes 
things smaller…

Gradients earlier in the network 
tend to “Vanish”

Vanishing gradients







Home Exercise

Derive the chain rule for a simple residual 
model and explain why it helps



Visualizing the effect of residual connections



Visualizing the effect of residual connections





What do we do at test time?



Batch Normalization Helps in Many Ways
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Dropout as Weight Decay



Questions?


