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Multilayer Perceptrons
And why we need better

Extracting local features 
at each layer is enough!

Not only local features… but 
translation invariant features!



How to Diagram
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Deep Convolutional Networks
Can you guess how 
many parameters it has?

~120K!

128 units
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https://medium.com/@lmpo/a-brief-history-of-ai-with-deep-learning-26f7948bc87b
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