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Rewind

• Can a Deep Network solve anything?

• How to search for the right “architecture”?

• How many lines of codes to implement the MNIST model and reach 99.5%?
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Your First Deep Network!

ReLU(W(1)xn + b(1))

ReLU(W(2)ReLU(W(1)xn + b(1)) + b(2))

W(3)ReLU(W(2)ReLU(W(1)xn + b(1)) + b(2)) + b(3)

p(y = 9 |xn)

How to get p(y=9|x_n)?

z(1)

z(2)

z(3)

p(y = c |xn) = Softmax(z(3))c
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The Softmax

• Think of it as taking any real vector and turning it into a probability vector

• Our training loss becomes

Softmax(z(3))c = ez(3)
c ∈maxi z(3)
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The Softmax

• Think of it as taking any real vector and turning it into a probability vector

• Our training loss becomes

Softmax(z(3))c = ez(3)
c ∈maxi z(3)
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∑
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C

∑
c=1

ez(3)(xn)c)

Fused op (cross_entropy + softmax)!!
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The Softmax Gradient

• Remember: training involves W(l) 𝕏 W(l) ∈ λ≜W(l)×, 𝕐l

• There is no W here!!!

• Take the gradient of the loss w.r.t. , then multiply by the gradient of  
w.r.t.  and so on!

z(3) z(3)

W(3)
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The Softmax Gradient

• Denote by  the gradient of the loss w.r.t. vn z(3)

• What is the gradient of  w.r.t ?z(3) z(2)

• What is the gradient of  w.r.t. ?z(2) W(2)

• What is the gradient of the loss w.r.t. ?W(2)

W(3)ReLU(W(2)ReLU(W(1)xn + b(1)) + b(2)) + b(3)
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• Repeat

Can you think of an improvement?



The Full Story



The Full Story

• Sample a mini-batch  with  a random subset{(xi, yi), i ⟩ −} − ∂ {1,…, N}



The Full Story

• Sample a mini-batch  with  a random subset{(xi, yi), i ⟩ −} − ∂ {1,…, N}

• Compute the loss from your mini-batch {(xi, yi), i ⟩ −}



The Full Story

• Sample a mini-batch  with  a random subset{(xi, yi), i ⟩ −} − ∂ {1,…, N}

• Compute the loss from your mini-batch {(xi, yi), i ⟩ −}
• Compute the gradients via chain rule



The Full Story

• Sample a mini-batch  with  a random subset{(xi, yi), i ⟩ −} − ∂ {1,…, N}

• Compute the loss from your mini-batch {(xi, yi), i ⟩ −}
• Compute the gradients via chain rule

• Update your parameters



The Full Story

• Sample a mini-batch  with  a random subset{(xi, yi), i ⟩ −} − ∂ {1,…, N}

• Compute the loss from your mini-batch {(xi, yi), i ⟩ −}
• Compute the gradients via chain rule

• Update your parameters

• Repeat



The Full Story

• Sample a mini-batch  with  a random subset{(xi, yi), i ⟩ −} − ∂ {1,…, N}

• Compute the loss from your mini-batch {(xi, yi), i ⟩ −}
• Compute the gradients via chain rule

• Update your parameters

• Repeat

How to pick the mini-batch size?
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Where is the derivative?
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Autodiff!

• All deep learning frameworks implement automatic differentiation

• You still need to know about chain-rule and gradients!

• The efficient implementation is called “backdrop” with vjp (or jvp)



The Elephant in the Room



The Elephant in the Room



The Elephant in the Room



The Elephant in the Room



The Elephant in the Room



The Elephant in the Room

• Which framework to use?



The Elephant in the Room
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What are our hyper-parameters so far?

• Preprocessing of the data


• Number of layers (L), width of each layer


• Initialization of the parameters


• Optimizer, learning rate (+ momentum, …)


• Mini-batch size


• Training steps



Initialization Brainstorming

W(3)ReLU(W(2)ReLU(W(1)xn + b(1)) + b(2)) + b(3)



Initialization Brainstorming

W(3)ReLU(W(2)ReLU(W(1)xn + b(1)) + b(2)) + b(3)

What would be a good/bad initialization?


