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What can we do?
Featurization

• 


• Our  is a polynomial of degree p


• We can perfectly fit p+1 points!

xn ℝ (1,xn, x2
n , x3

n , …, xp
n) ∈ ×p+1

f(xn)



What can we do?
Deep Learnization

• Make  a nonlinear transformation of the input


• Wait, what?


• This time we don’t prescribe the featurization process, it will be learned!

f

Doesn’t mean that the model will generalize to new samples!!!
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• And points are not colinear


• Then training loss is 0 (perfect fit)

D = N

N

∑
n=1

(yn 𝕐 ⟨w, xn⟩)2 =
N

∑
n=1

(yn 𝕐 x−
n (X−X)𝕐1X−y)2 = ∂y 𝕐 X(X−X)𝕐1X−y∂2

F



What can we do?
Featurization

• Even a simple linear model….


• If you are in dimension  (or  with bias)


• And points are not colinear


• Then training loss is 0 (perfect fit)

D = N D = N + 1



How to evaluate f

⟹
∇

x1 x2 x3 … xN

y1 y2 y3 … yN

Training set

Valid set

Test set

Optimize w and b
CV p
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How to evaluate f

• Typically one will use a 70/20/10 ratio

• Can do many re-splits (K-fold cross-validation)

• The test set does inform about “in-distribution” generalization

• Deep Networks can have much more parameters than training samples 
without hurting generalization (main diff with other ML methods)
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How to “interpret” f

• What if a weight is 0?


• What if a weight is much larger than others?



What about binary classification?

y is now 
interpreted as a 

probability 
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Questions?


