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Today’s Roadmap

 How to represent inputs and outputs

» How to “train” f

» How to “evaluate” f
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(VoxelNet)

(X, V, z, intensity) -> (X, y, z, D)
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edges, vertices, features(v) (GNN)



How to represent Inputs? (X)

Nucleotides -> one-hot e.g. A-> (1, 0O, 0, 0)
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How to represent Outputs (y)

* Binary classification task?
* 0/1 or-1/1

* Multiclass classification task?
e 0/.../K-1

* Regression task?
* Actual value (standardized)

e -> bin and back to Multiclass classification task!
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How to represent Outputs (y): Example © oeeoving

September 8, 2016 Research

WaveNet: A generative model for
raw audio

Aaron van den Qord, Sander Dieleman

Share (N

One approach to modeling the conditional distributions p (x; | z1,...,z¢_1) over the individual
audio samples would be to use a mixture model such as a mixture density network (Bishop, 1994)
or mixture of conditional Gaussian scale mixtures (MCGSM) (Theis & Bethge, 2015). However,
van den Oord et al. (2016a) showed that a softmax distribution tends to work better, even when the
data 1s implicitly continuous (as 1s the case for image pixel intensities or audio sample values). One
of the reasons 1s that a categorical distribution 1s more flexible and can more easily model arbitrary
distributions because it makes no assumptions about their shape.

Because raw audio is typically stored as a sequence of 16-bit integer values (one per timestep), a
softmax layer would need to output 65,536 probabilities per timestep to model all possible values.
To make this more tractable, we first apply a p-law companding transformation (ITU-T, 1988) to
the data, and then quantize it to 256 possible values:
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e V E |

D . a D-dimensional vector

KX

e V €

D a K-by-D matrix

e V €

CXKXD * 9 C-by-K-by-D tensor
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Notations

Do you have an example (from previous slides)?

e R : the set of real numbers

e V E | D . a D-dimensional vector

. Ve R g K-by-D matrix

. 'V e ROEXD - 5 C-by-K-by-D tensor

. X 2 (Xl, ...,XN) . the Input samples

. Y= (yl, ooy yN) . the output samples
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How to train /

Can our f solve that
regression task?
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What can we do?

Featurization

2 .3 D +1 Constant function Linear function Quadratic function
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What can we do?

Deep Learnization

» Make f a nonlinear transformation of the input
e Wait, what?

* This time we don’t prescribe the featurization process, it will be learned!

Doesn’t mean that the model will generalize to new samples!!!



How to evaluate f

X
Y

Optimize w and b
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How to evaluate f

* Typically one will use a 70/20/10 ratio
e Can do many re-splits (K-fold cross-validation)
* The test set does inform about “in-distribution” generalization

 Deep Networks can have much more parameters than training samples
without hurting generalization (main diff with other ML methods)



Questions?



