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Beras Tips

Use built in matrix operations in numpy (@ for matrix multiplication)
If you can’t figure out a shape, play around in a REPL (i.e., run "python” from the terminal)

Many functions are “just a formula”
 Forward function of linear layer: xW+b
 MSE: mean((y-y_pred)**2)
 get_input_gradient, returns a list of Tensors, one Tensor for each input. If one of 
those inputs is not a trainable parameter (i.e., the true labels in the loss function), return 
an array of 0’s.

Others are conceptually harder…
 Gradient Tape’s gradient method

• Start with target (loss) gradient, backprop gradient to previous layers, push those gradients to grandparent layers, etc.



What has happened in the last 15 years?

What has changed?
1. Power and efficiency of compute (GPUs)
2. Availability of data (the internet)
3. New Architectures (e.g., CNNs, Transformers)
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2. Difficult to incorporate certain types of information
3. (and more)
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AMD GPUs are 
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gaming and graphics, 
why not for AI?

(With a benchmarking tool made by AMD)
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1. Resource Intensive
2. Difficult to incorporate certain types of information
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Image is transformed to 
vector of pixels

…

What would happen if 
we permuted the 

ordering of the pixels?

Will the training of the 
neural network differ?

No! MLPs do not use spatial 
information, it does not 

matter which order the pixels 
are fed in so long as it is the 

same ordering for every input



MLPs and Spatial Reasoning
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Image is transformed to 
vector of pixels

…
Isn’t this actually a hard 

problem that we are 
trying to learn?
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information?
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… …

Not Fully-Connected



MLPs and Spatial Reasoning

Patches: Pixels close to each other



Advantages of Not Fully Connected Layers

• Fewer weights → Faster?
• The outputs of neurons are 

“features” for local “patches”
• Incorporates spatial 

information (pixels that are 
close together matter)

… …

Not Fully-Connected
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were never trained with 5’s in 
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Disadvantages of Not Fully Connected Layers

• What happens if the image is 
Translated?

• The patches on the right side 
were never trained with 5’s in 
that side.

Even though we include spatial information, we still don’t 
have spatial reasoning. (Can’t recognize a shifted 5 is still a 5)

What if we used the 
same weights for each 

patch? (Weight Sharing)

























Handmade Kernels and Filters

Source: Wikipedia
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No, output for each pixel is a single 
value, not a matrix.
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Any connection between input and output size?

Accessed: https://hannibunny.github.io/mlbook/neuralnetworks/convolutionDemos.html
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Input

Output

Input

Larger stride turns larger input into same sized output

Accessed: https://hannibunny.github.io/mlbook/neuralnetworks/convolutionDemos.html



Stride
Stride=1 Stride=2

Output

Input

Output

Input

Larger stride turns same sized input into smaller 
sized output

Accessed: https://hannibunny.github.io/mlbook/neuralnetworks/convolutionDemos.html



Convolutional Neural Networks

https://learnopencv.com/understanding-convolutional-neural-networks-cnn/

























Convolutions in Tensorflow
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Convolutions in Tensorflow

tf.nn.conv2d(input, filter, stride, padding)

Input “Image” Kernel/filter

What is the shape of the input?
Tensor of:[# items in batch, width, height, # channels]

Channels: Number of input “colors”

Documentation: https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/nn/conv2d 

How can we determine the output size of a convolution?
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Getting network output

Remaining Question: If the convolution creates another [h x w x d] 
tensor, how do we actually get an output?
How can we turn use convolutions for classification?

https://learnopencv.com/understa
nding-convolutional-neural-
networks-cnn/



Color images…

Remaining Question: What if our input has multiple channels 
(colors)? Do we apply filters to each individual color matrix? Or in 
some other way?

Source: Martin Görner
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