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Advantage

Advantage for taking 
an action in a current 
state

Value for taking that 
action

Value under current 
policy

Policy Gradient Update with Advantage Function



Advantage Estimation

Expected TD-Error

What if we compute advantage looking at more than one step ahead?



Generalized Advantage Estimation

TD-Error at each stepExponential 
weighted sum

Important things to know:
GAE still requires a Value estimator
GAE provides smoother estimates of Advantage



Language Modelling Revisited

Input a sequence

Output next token prediction

Typically framed as self-
supervised learning-style 
problem:

1. Given some context (e.g., a 
question)

2. Predict the next token.



Turning Language modelling into an MDP

MDP: <S, A, P, R, 𝛾>

States: 
Actions:
Transition Function:
Reward Function:

Each state is a sequence of tokens

LLM adds the next token

Transitions are deterministic, given a state and next token, the next state is just 
the token appended to the previous state

The LLM should be rewarded for good responses, but how do we know what the 
quality of response is?



Reward Modeling 

In MDPs, the reward function is a mapping from states to rewards

Reward Modeling: Learn a reward function



Reward Modeling

Source: https://huggingface.co/blog/rlhf 

https://huggingface.co/blog/rlhf


Dataset

Chosen Answer Rejected Answer

Anthropic’s HH-RLHF dataset

Consists of multiple answers to a 
prompt and a ranking between them

How do we go from rankings to reward?



Bradley-Terry Preference Modeling

Bradley-Terry model:
P(i > j) =

𝑝𝑖

𝑝𝑖 + 𝑝𝑗

The probability that response i will be ranked higher than response j
Our model is trained to predict a score for each response. 
For every pair of responses, you can calculate the probability of 
each response being chosen from those scores.
The loss function is ensuring your predicted P(i > j) aligns with 
human rankings



Bradley-Terry Preference Modeling

P(i > j) =
𝑝𝑖

𝑝𝑖 + 𝑝𝑗

For output logits 𝑧𝑖, 𝑧j:  P(i > j)  = σ(𝑧i– 𝑧j)

Where σ is the sigmoid function

Ground truth P(i > j) is known (in the dataset)

Reward model is trained to output scores 𝑧𝑖 for each continuation using Maximum Likelihood Estimation

For a set of responses, the likelihood of a ranking is:
 L =  ς𝑖

𝑛 ς𝑗
𝑛 𝜎(𝑧𝑖 − 𝑧𝑗)

P i > j =
𝑒𝑧𝑖

𝑒𝑧𝑖 + 𝑒𝑧𝑗
=

1

1 + 𝑒− 𝑧𝑖−𝑧𝑗

Log-likelihood = σ𝑖
𝑛 σ𝑗

𝑛 log 𝜎(𝑧𝑖 − 𝑧𝑗)



Reward Model

Using the Bradley-Terry model, we optimize our model to output 
scores that are higher for responses that are ranked highly

Once the reward model is trained, we can interpret the output logits 
𝑧𝑖  as rewards!



Elo

Sidenote: Elo scores are computed in the same way

Source: https://dubstat.com/what-are-elo-ratings-and-how-do-they-work/ 
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RL+Human Feedback (RLHF)

Source: https://huggingface.co/blog/rlhf 

What’s this?

https://huggingface.co/blog/rlhf


“Sharpness” 
parameter

Difference 
between

Our model being 
trained with PPO

Our original 
Model

We encourage our RL model not to deviate too much from our original model

Why? We don’t want the model to overfit our reward 
model, it should maintain it’s Language Model 
capabilities (i.e., next token predictor)



RL+Human Feedback (RLHF)

Source: https://huggingface.co/blog/rlhf 

https://huggingface.co/blog/rlhf


PPO for Language Models

1. Generate N different rollouts
2. Compute advantage 

estimates using learned 
value function and reward 
from reward model

3. Optimize PPO Objective



Source: Training language models to follow instructions with human feedback, OpenAI



Source: Training language models to follow instructions with human feedback, OpenAI



LLMs and Hallucinations

RLHF better aligns LLMs with our preferences 
and values, but it has some side effects

Why do LLMs hallucinate?

(hypothesis) Human labelers tend to use 
additional knowledge/context when labeling. 
LLMs are provided a specific context and can 
only generate text based on that context.
If the LLM is supposed to produce text based on 
content outside of the context, it is trained to 
“guess”

https://www.alignmentforum.org/posts/BgoKdAzogxmgkuuAt/behavior-cloning-is-miscalibrated


Chat-GPT Training Revisited

Source: https://openai.com/index/chatgpt/ 

https://openai.com/index/chatgpt/


DeepSeek

Why was DeepSeek such a big deal?



Trained with significantly less compute 
than most of the closed source models!



Distillation
Train a smaller 
neural network to 
produce the outputs 
of a larger neural 
network

Feedback for every token, 
not just the correct token

Distill R1 (large 
Deepseek model) 
into smaller open 
source models



GRPO

Source: DeepSeek Math: Pushing the Limits of Mathematical Reasoning in Open Language Models



PPO Objective

Policy ratio

How good was this 
trajectory compared to 
an average trajectory? 

Limit the size of policy 
ratio by clipping

Average over 
number of 
tokens in output

Expectation over 
questions q and 
output o

Source: DeepSeek Math: Pushing the Limits of Mathematical Reasoning in Open Language Models



GRPO

Generate G different outputs
For 1 prompt

Average over the group G

Average over tokens Policy Ratio Advantage Estimate

KL divergence to 
original model

For each output in group, reward model provides reward 𝑟𝑖

Advantage is reward for output, 
normalized by other outputs in group

Advantage depends only on reward relative to a group of 
outputs (thus, GRPO). 
GRPO does not require a separate value function.

Source: DeepSeek Math: Pushing the Limits of Mathematical Reasoning in Open Language Models



GRPO

Source: DeepSeek Math: Pushing the Limits of Mathematical Reasoning in Open Language Models



Reinforcement Learning for LLMs

Do we actually need humans to train a reward model?

Can you think of types of prompts 
that would be “easy” to rank 
automatically?



Reinforcement Learning with Verifiable 
Rewards

Source: Tülu 3: Pushing Frontiers in Open Language Model Post-Training

Uses math problems with 
answers that can be verified 
without an LLM



Reinforcement Learning with Verifiable 
Rewards

Source: Tülu 3: Pushing Frontiers in Open Language Model Post-Training



RLVR Improves performance on math problems



Sometimes?

Before RL

Literally trained to produce 
wrong answer

Source: Spurious Rewards: Rethinking Training Signals in RLVR



Not every model performs the same during 
RLVR training



Qwen is a bit weird…



Open Questions for Language Models

We have a few different objectives we can optimize for:
1. Task related metrics, like maximizing reward in RLVR
2. Human preferences in RLHF
3. Token prediction (i.e., Language Modeling)

How closely tied are these metrics to downstream performance?



Over Optimization

Source: RLHF Book, Nathan Lambert



Goodhart’s Law
“When a measure 
becomes a target, it no 
longer is a good measure”

We have many (many!) 
benchmarks for LLM 
performance

People care about these 
benchmarks (a lot)

LLM companies optimize for performance on these benchmarks

That makes these benchmarks no longer useful… It’s like training 
on the test set and then reporting performance on that test set.

What is the best way to measure LLM performance improvements?



Guard Rails

What is the proper way to add guard rails to LLMs?

Some alignment comes from RLHF… but maybe too much

LLMs can be fooled…



Retrieval Augmented Generation (RAG)

• Build large database of reference 
materials (sources)

• Allow the LLM retrieve 
documents from this source and 
add it to the context

• Make predictions from the 
original query and the augmented 
context



Reducing Climate Impact

• These models take a lot of electricity to train and 
run inference (make responses)

• This can have costly environmental impacts
• Concerns for both the amount of CO2 generated 

and the amount of water required for cooling data 
centers.



Reducing Climate Impact

Can we achieve similar results with smaller models?



Quantization

Can we use smaller 
representation of 
parameters? 

DeepSeek was able to 
create distilled and 
quantized models that 
only used 4 bits per 
parameter
https://huggingface.co/neuralmagic/DeepSeek-
R1-Distill-Llama-8B-quantized.w4a16



Memorization or Generalization?

Do LLMs “just memorize the training data”?

Grokking: The network suddenly generalizes well after initially overfitting the training data

https://pair.withgoogle.com/explorables/grokking/



Memorization or Generalization?

Do LLMs “just memorize the training data”?

Why this really matters:
• If a language model is memorizing its inputs, it should not fall under fair use
• If a language model uses its training data to train and generalize, it probably falls under fair use

Fair use: under certain circumstances, the use of copyrighted materials without permission is allowed

One key consideration: The use must be transformative



Chain of Thought (CoT)
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