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Issue #1: Vanishing Gradients
Issue #2: What should we remember?























































































Overview of RNN Sequence Prediction

The

The dog barked at ____

Embedding Matrix Embedding for “The” RNN

Initial Hidden State

Output
(onehot 
vector)

Predicted word

dog Embedding for “dog” RNN
Output
(onehot 
vector)

Predicted word

Embedding Matrix



When to compute loss

We have predictions and ground truths at every step, why not 
compute the loss after every word and backprop?

Should your model be penalized equally for incorrect predictions?
1) The ___
2) The dog barked at ___

Well… What task are you 
actually training it for?



Recap of LSTMs
Two “Outputs”: Cell and Hidden states
• Hidden state ℎ𝑡 is used for output (and short 

term memory)
• Cell State used for long term memory

Forget Module:
• Multiply cell state by numbers between 0 and 

1 (0 forgets information, 1 keeps it)

Remember Module:
• Adds information from short term 

memory/input to long term memory

Output Module:
• Combines input (𝑥𝑡), short term memory (ℎ𝑡), 

and long term memory (𝑐𝑡). 
• Produces output
• Output is passed along as short term memory
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