
Deep Learning
Eric Ewing

CSCI 1470

Thursday, 9/4

Day 1: Introduction to Deep Learning

Chimborazo, Ecuador. The farthest point from the center of the earth on the Earth’s crust
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Why take this course?
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1. You use DL-based tools daily
2. The skills you learn in this class extend 

beyond applications in deep learning
3. Skills in DL and working with DL tools are 

sought after
4. Explore questions about intelligence and 

learning
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Our goal is to answers some important questions

ChatGPT prompt “a cartoon of a mole with a question mark”

• What is Deep Learning?
• What are the different deep learning architectures 

and when are they appropriate to use?
• How are deep learning systems implemented?

• What are the ethical considerations when using deep 
learning models?

• What causes improvements in DL models?
• Where is human decision making needed in DL 

systems?
• Why Now?



Today’s Goals:

What is Deep Learning? 

(1) What is Machine Learning?

(2) How Does Deep Learning fit in?

(3) What is NOT Deep Learning?
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What is Machine Learning?

Input: X

Learned 
function: f

Output: Y

No quiero crema 
agrea en mi 
burrito

f(X) Yà

I do not want 
sour cream in my 
burrito

f(X) Y
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Deep Learning DOES NOT mimic the brain!



What is NOT Deep Learning



What is NOT Deep Learning



What is NOT Deep Learning?

Deep Learning is NOT equivalent to AI

Artificial Intelligence (AI)

Machine Learning

Deep Learning
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Recap
Input: X Output: Y

Machine Learning
”Cooking?”

f(X) Y

Deep Learning is NOT equivalent to AI

Deep Learning DOES NOT mimic the brain!
Deep Learning

f4(f3(f2(f1(X))))        Y 
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How do we represent Input/Output?
Input: X

Function: f

Output: Y

”Cooking?”

f(X) Y y ∈ {0,1} 

1

0

𝑋 ∈ ℝHxWx3
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Classification
Input: X

Function: f

Output: Y

”Cooking?”

f(X) Y

When 𝑦 is 
discrete, the 

task is 
classification 

When 𝑦 ∈ {0, 1} the 
task is Binary 

Classification

What’s an example 
of multi-class 

Classification?
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Ice Breaker!
• Turn to the person sitting next to you and introduce 

yourself!
• What do you hope to learn/be able to do by the end of this 

course?
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Ice Breaker!
• Turn to the person sitting next to you and introduce 

yourself!
• What do you hope to learn/be able to do by the end of this 

course?
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Course Logistics
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The Canvas Website

Your access to:
•Ed Discussion 
• GradeScope 
• Weekly quizzes

29



The Course Website

•Your one-stop-shop for:

• 
• 
• 

Syllabus Lecture, lab, & assignment 
schedules Links to important forms, 
etc. ...

28



Brown Deep Learning Day!

•

•

•

Details forthcoming! 

Course final project

In-person mini conference!

Poster sessions and presentations
• Grouped by theme: e.g. vision, 

language, robotics, ...

33

Deep Learning Day (Spring 2022)



Gen-AI Policy (LLMs)

34

Help with assignments:

• Submitting AI generated code or 
problem set answers without 
attaching a transcript is forbidden 
unless specifically stated otherwise 
and is an academic code violation.

• We will provide opportunities for 
working with AI tools, notably the 
final project and a few homeworks 
will allow AI use.

Help with content:

Use LLMs to help you learn, not to give 
you the answers.

Have LLMs quiz you on topics, have 
them point you to helpful resources, or 
brainstorm ideas together.



Lectures and class participation

• In-person Lectures

•Weekly quiz on Canvas

• 
•

Lecture recordings available 
Recordings posted to Canvas 
(Media Library)

•Released on Tuesdays in class 
(starts next week!)
•Due on Tuesday at midnight
•Minimum time/effort if you attend 

class or watch lectures regularly
•No deadline extensions!

34



Homework

•Homework 1 (will be released today!)

• 

• 

•

Review of relevant math and probability concepts 

Setting up programming environment 

Graded for completion only (deadline Sept 18th)



Homework

• Homework 2: Introduction to Numpy and Tensorflow
• Homework 3: Beras: Neural networks from scratch
• Homework 4: Convolutional Neural Networks
• Homework 5: Language Modeling (RNNs and LLMs)
• Homework 6: Image Captioning
• Homework 7: Generative Modeling
• Homework 8: Deep Reinforcement Learning



Workshops and SRC Discussions

• SRC Discussion Sections focus on a variety of ethical issues in 
deep learning and how to overcome them.

• Workshops will important skills/applications of deep learning that 
we think are useful for working on your final project
• How to read and implement an academic research paper
• Other deep learning frameworks/tools
• Applications (DL for biology, LLMs, theory, etc.)

• Each is an hour long with multiple time slots offered
• Required to attend 3 total, minimum one of each
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Machine Learning

What does it mean to learn?

• The more information you have 
available, the better you should do.

• Learning often involves abstracting 
large amounts of data into smaller 
“models” of the world



Lemonade Stand
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Some Notation

ℝ: The set of real numbers
𝑣 ∈ ℝ𝑑: A vector in dimension  𝑑
𝑉 ∈ ℝ𝐻×𝑊: A matrix of dimensions 𝐻 × 𝑊

𝑉 ∈ ℝ𝐻×𝑊×𝐶: A tensor of dimensions 𝐻 × 𝑊 × 𝐶

𝕏: A set of input data
𝕐: A set of target variables (outputs/labels) for supervised learning
𝑥(𝑘): k’th example (input) from dataset
𝑦(𝑘): k’th example (output) associated with 𝑥(𝑘)













Step 1: Model Hypothesis: 
What function do we think 

best fits the data







𝑦 = 𝑥 + 100



Bias term is necessary for 
best fit line to fit the data 

well
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𝑦 = 𝑥 + 100

(𝑥 3 , 𝑦 3 ) 

Hard to find these 
functions by hand…

Machine Learning automatically learns good 
approximations of f from data (or at least tries to)



Recap

Remaining Questions:

How do we determine if one 
approximation of f is better than 
another?

ML Goal: Learn to approximate f, 
where f(X)    Y

Deep Learning: f4(f3(f2(f1(X))))        Y

Discrete Outputs   Classification

Continuous Outputs  Regression 


	Slide 1: Deep Learning
	Slide 2
	Slide 3: Your Tas!
	Slide 4: Course Theme
	Slide 5: Course Theme
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45
	Slide 46
	Slide 47
	Slide 48
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53
	Slide 54
	Slide 55
	Slide 56
	Slide 57
	Slide 58
	Slide 59
	Slide 60
	Slide 61
	Slide 62
	Slide 63
	Slide 64
	Slide 65
	Slide 66
	Slide 67
	Slide 68
	Slide 69
	Slide 70
	Slide 71: Workshops and SRC Discussions
	Slide 72
	Slide 73
	Slide 74
	Slide 75
	Slide 76
	Slide 77
	Slide 78: Some Notation
	Slide 79: Some Notation
	Slide 80: Some Notation
	Slide 81: Some Notation
	Slide 82: Some Notation
	Slide 83: Some Notation
	Slide 84: Some Notation
	Slide 85: Some Notation
	Slide 86: Some Notation
	Slide 87
	Slide 88
	Slide 89
	Slide 90
	Slide 91
	Slide 92
	Slide 93
	Slide 94
	Slide 95
	Slide 96
	Slide 97
	Slide 98
	Slide 99
	Slide 100: Recap

